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## Samadrita \& Somdatta

## Preface

With the remarkable advancement in various branches of science, engineering and technology, today more than ever before, the study of differential equations has become essential. For, to have an exhaustive understanding of subjects like physics, mathematical biology, chemical science, mechanics, fluid dynamics, heat transfer, aerodynamics, electricity, waves and electromagnetic, the knowledge of finding solution to differential equations is absolutely necessary. These differential equations may be ordinary or partial. Finding and interpreting their solutions are at the heart of applied mathematics. A thorough introduction to differential equations is therefore a necessary part of the education of any applied mathematician, and this book is aimed at building up skills in this area.

This book on ordinary / partial differential equations is the outcome of a series of lectures delivered by me, over several years, to the undergraduate or postgraduate students of Mathematics at various institution. My principal objective of the book is to present the material in such a way that would immediately make sense to a beginning student. In this respect, the book is written to acquaint the reader in a logical order with various well-known mathematical techniques in differential equations. Besides, interesting examples solving JAM / GATE / NET / IAS / NBHM/TIFR/SSC questions are provided in almost every chapter which strongly stimulate and help the students for their preparation of those examinations from graduate level.

## Organization of the book

The book has been organized in a logical order and the topics are discussed in a systematic manner. It has comprising 21 chapters altogether. In the chapter ??, the fundamental concept of differential equations including autonomous/ non-autonomous and linear / non-linear differential equations has been explained. The order and degree of the ordinary differential equations (ODEs) and partial differential equations(PDEs) are also mentioned. The chapter ?? are concerned the first order and first degree ODEs. It is also written in a progressive manner, with the aim of developing a deeper understanding of ordinary differential equations, including conditions for the existence and uniqueness of solutions. In chapter ?? the first order and higher degree ODEs are illustrated with sufficient examples. The chapter ?? is concerned with the higher order and first degree ODEs. Several methods, like method of undetermined coefficients, variation of parameters and Cauchy-Euler equations are also introduced in this chapter. In chapter 1, second order initial value problems, boundary value problems and Eigenvalue problems with Sturm-Liouville problems are expressed with proper examples. Simultaneous linear differential equations are studied in chapter ??. It is also written in a progressive manner with the aim of developing some alternative methods. In chapter ??, the equilibria, stability
and phase plots of linear / nonlinear differential equations are also illustrated by including numerical solutions and graphs produced using Mathematica version 9 in a progressive manner. The geometric and physical application of ODEs are illustrated in chapter ??. The chapter ?? is presented the Total (Pfaffian) Differential Equations. In chapter ??, numerical solutions of differential equations are added with proper examples. Further, I discuss Fourier transform in chapter ??, Laplace transformation in chapter ??, Inverse Laplace transformation in chapter ??. Moreover, series solution techniques of ODEs are presented with Frobenius method in chapter ??, Legendre function and Rodrigue formula in Chapter ??, Chebyshev functions in chapter ??, Bessel functions in chapter ?? and more special functions for Hypergeometric, Hermite and Laguerre in chapter ?? in detail.

Besides, the partial differential equations are presented in chapter ??. In the said chapter, the classification of linear, second order partial differential equations emphasizing the reasons why the canonical examples of elliptic, parabolic and hyperbolic equations, namely Laplace's equation, the diffusion equation and the wave equation have the properties that they do has been discussed. Chapter ?? is concerned with Green's function. In chapter ??, the application of differential equations are developed in a progressive manner. Also all chapters are concerned with sufficient examples. In addition, there is also a set of exercises at the end of each chapter to reinforce the skills of the students.

Moreover it gives the author great pleasure to inform the reader that the second edition of the book has been improved, well -organized, enlarged and made up-to-date as per latest UGC CBSC syllabus. The following significant changes have been made in the second edition:

- Almost all the chapters have been rewritten in such a way that the reader will not find any difficulty in understanding the subject matter.
- Errors, omissions and logical mistakes of the previous edition have been corrected.
- The exercises of all chapters of the previous edition have been improved, enlarged and well-organized.
- Two new chapters like Green's Functions and Application of Differential Equations have been added in the present edition.
- More solved examples have been added so that the reader may gain confidence in the techniques of solving problems.
- References to the latest papers of various university, IIT-JAM, GATE, and CSIR-UGC(NET) have been provided in almost every chapters which strongly help the students for their preparation of those examinations from graduate label.

In view of the above mentioned features it is expected that this new edition will appreciate and be well prepared to use the wonderful subject of differential equations.

## Aim and Scope

When mathematical modelling is used to describe physical, biological or chemical phenomena, one of the most common results of the modelling process is a system of ordinary or partial differential equations. Finding and interpreting the solutions of these differential equations
is therefore a central part of applied mathematics, Physics and a thorough understanding of differential equations is essential for any applied mathematician and physicist. The aim of this book is to develop the required skills on the part of the reader. The book will thus appeal to undergraduates/postgraduates in Mathematics, but would also be of use to physicists and engineers. There are many worked examples based on interesting real-world problems. A large selection of examples / exercises including JAM/NET/GATE questions is provided to strongly stimulate and help the students for their preparation of those examinations from graduate level. The coverage is broad, ranging from basic ODE , PDE to second order ODE's including Bifurcation theory, Sturm-Liouville theory, Fourier Transformation, Laplace Transformation, Green's function and existence and uniqueness theory, through to techniques for nonlinear differential equations including stability methods. Therefore, it may be used in research organization or scientific lab.

## Significant features of the book

- A complete course of differential Equations
- Perfect for self-study and class room
- Useful for beginners as well as experts
- More than 650 worked out examples
- Large number of exercises
- More than 700 multiple choice questions with answers
- Suitable for New UGC-CBSC syllabus of ODE \& PDE
- Suitable for GATE, NET, NBHM, TIFR, JAM, JEST, IAS, SSC examinations.
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## Chapter 1

## Second Order Initial-value, Boundary-value and Eigenvalue Problems

### 1.1 Introduction

In this chapter, we consider second order differential equation along with subsidiary conditions to be satisfied by the solution of the differential equation. We discuss three types of problems known as

1. Initial-value problems,
2. Boundary-value problems and
3. Eigenvalue problems.

### 1.2 Initial-value problems

An initial-value problem is a differential equation together with subsidiary conditions to be satisfied by the solution function and its derivatives, all given at the same value of the independent variable. A second order initial-value problem may in general be put in the standard form as:

$$
\begin{align*}
& \frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X \text { Where } P, Q \text { and } X \text { are functions of } x \text {, with the condition. }  \tag{1.1}\\
& \qquad y(a)=c_{1} \text { and } y^{\prime}(a)=c_{2} \tag{1.2}
\end{align*}
$$

where $a$ is a specific value of the independent variable $x$ and $c_{1}, c_{2}$ are two constants. Hence a solution to an initial-value problems is to find a $y(x)$ that satisfies the differential equation (1.1) as well as the given initial condition (1.2).

If particular, $X=0$ and $c_{1}=c_{2}=0$, the problem is said to be a homogeneous initial-value problem.

Theorem 1.1 (Existence Theorem) Let $P, Q$ be ant two continuous functions on $[a, b]$. For any real $x_{0}$, and constants $\alpha, \beta$ there exists a solution $\phi$ of the initial value problem

$$
y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0, y\left(x_{0}\right)=\alpha, y^{\prime}\left(x_{0}\right)=\beta \quad \text { on }[\mathrm{a}, \mathrm{~b}] .
$$

Proof.: The proof is entirely similar to the proof of Theorem ?? of Chapter ??.
Theorem 1.2 Let $P, Q$ be two continuous function on $[a, b]$ and let $\phi$ be any solution of the equation

$$
y^{\prime \prime}+P y^{\prime}+Q y=0, y\left(x_{0}\right)=\alpha, y^{\prime}\left(x_{0}\right)=\beta
$$

on $[a, b]$ containing a point $x_{0}$. Then for all $x$ in $[a, b]$

$$
\left\|\phi\left(x_{0}\right)\right\| e^{-k\left|x-x_{0}\right|} \leq\|\phi(x)\| \leq\left\|\phi\left(x_{0}\right)\right\| e^{k\left|x-x_{0}\right|}, \text { where }\|\phi(x)\|=\sqrt{|\phi(x)|^{2}+\left|\phi^{\prime}(x)\right|^{2}}, k=1+|P|+|Q| .
$$

Proof.: The proof is entirely similar to the proof of Theorem ?? of Chapter ??.
Theorem 1.3 (Uniqueness Theorem) Let $\alpha, \beta$ be any two constants and let $x_{0}$ be any real number. On any interval $[a, b]$ containing $x_{0}$ there exists at most one solution $\phi$ of the initial value problem
$y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0, y\left(x_{0}\right)=\alpha, y^{\prime}\left(x_{0}\right)=\beta$, where $P, Q$ are continuous functions on $[a, b]$.
Proof.: The proof is entirely similar to the proof of Theorem ?? of Chapter ??.
Example 1.1 Solve: $\frac{d^{2} y}{d x^{2}}+4 y=0 ; y(0)=0, y^{\prime}(0)=2$.
Solution: The given homogeneous differential equation is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+4 y=0 \tag{1.3}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.3). Then the A.E. of (1.3) is $m^{2}+4=0$ or $m= \pm 2 i$. So the general solution is

$$
\begin{equation*}
y=c_{1} \cos 2 x+c_{2} \sin 2 x \tag{1.4}
\end{equation*}
$$

$c_{1}$ and $c_{2}$ being two arbitrary constants. Now, $y(0)=0$ gives, $c_{1}=0$. Again, $y^{\prime}(x)=-2 c_{1} \sin 2 x+$ $2 c_{2} \cos 2 x$. So, $y^{\prime}(0)=2$ gives, $c_{2}=1$. So the solution of initial-value problem (1.3) is $y=\sin 2 x$.

### 1.3 Boundary-value problems

A boundary value problem in one dimension is an ordinary differential equation together with conditions involving values of the solution and/or its derivatives at two or more points. The number of conditions imposed is equal to the order of the differential equation. Usually, boundary value problems of any physical relevance have these characteristics:
(1) The conditions are imposed at two different points,
(2) the solution is of interest only between those two points,
(3) and the independent variable is a space variable, which we shall represent as $x$.

In addition, we are primarily concerned with cases where the differential equation is linear
and of second order. However, problems in elasticity often involve fourth-order equations.

In contrast to initial value problems, even the most innocent looking boundary value problem may have exactly one solution, no solution, or an infinite number of solutions.

When the differential equation in a boundary value problem has a known general solution, we use the two boundary conditions to supply two equations that are to be satisfied by the two constants in the general solution. If the differential equation is linear, these are two linear equations and can be easily solved, if there is a solution.

A second order boundary-value problem in standard form may in general be put in the form:

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=R(x), a<x<b \tag{1.5}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
A_{1} y(a)+B_{1} y^{\prime}(a)=c_{1}, \quad A_{2} y(b)+B_{2} y^{\prime}(b)=c_{2} \tag{1.6}
\end{equation*}
$$

where $P, Q$ and $R$ are functions of $x$ on $[a, b]$ and $A_{1}, B_{1}, c_{1}, A_{2}, B_{2}, c_{2}$ are all real constants. Also assume that $a \neq b, A_{1}$ and $B_{1}$ are not zero at a time and similarly $A_{2}$ and $B_{2}$ are also not all zero at a time.

If the differential equation as well as the boundary conditions are all homogeneous, that is , if $R(x)=0$ on $[a, b]$ and $c_{1}=c_{2}=0$, then this problem is said to be a homogeneous boundary-value problems. Thus a homogeneous boundary value problem is of the form

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=0, a<x<b \tag{1.7}
\end{equation*}
$$

with the the boundary conditions

$$
\begin{equation*}
A_{1} y(a)+B_{1} y^{\prime}(a)=0, A_{2} y(b)+B_{2} y^{\prime}(b)=0 \tag{1.8}
\end{equation*}
$$

Hence, a solution to a non-homogeneous boundary value problem is to find a $y(x)$ that satisfies the differential equation (1.5) as well as the given boundary condition (1.6). Also a solution to a homogeneous boundary value problem is to find a $y(x)$ that satisfies the differential equation (1.7) as well as the given boundary condition (1.8). The problem (1.11) with the condition (1.12) always have the trivial solution $y(x)=0$.

Example 1.2 Solve: $\frac{d^{2} y}{d x^{2}}+4 y=0 ; 0<x<\frac{\pi}{4}$, with $y(0)=1, y\left(\frac{\pi}{4}\right)=2$.
Solution: The given homogeneous differential equation is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+4 y=0,0<x<\frac{\pi}{4} \tag{1.9}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( $m$ being a constant) be a trial solution of (1.9). Then the A.E. of (1.9) is $m^{2}+4=0$ or $m= \pm 2$. So the general solution is

$$
\begin{equation*}
y=c_{1} \cos 2 x+c_{2} \sin 2 x \tag{1.10}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ being two arbitrary constants. Now, $y(0)=1$ gives $c_{1}=1$ and $y\left(\frac{\pi}{4}\right)=2$ gives $c_{2}=2$. So the solution of the boundary value problem (1.9) is $y=\cos 2 x+2 \sin 2 x$ on $\left[0, \frac{\pi}{4}\right]$.

### 1.3.1 More General Type of Homogeneous Boundary-value Problems

A more general type of homogeneous boundary-value problem is one in which the co-efficient $P(x)$ and $Q(x)$ are also depend on an arbitrary constants $\lambda$ on $[a, b]$. This problem has the form:

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P(x, \lambda) \frac{d y}{d x}+Q(x, \lambda) y=0, a<x<b \tag{1.11}
\end{equation*}
$$

with the conditions

$$
\begin{equation*}
A_{1} y(a)+B_{1} y^{\prime}(a)=0, \quad A_{2} y(b)+B_{2} y^{\prime}(b)=0 \tag{1.12}
\end{equation*}
$$

It is obvious that one trivial solution of (1.11) with the condition (1.12) is $y(x)=0, a \leq x \leq b$.
Theorem 1.4 Let $y_{1}(x)$ and $y_{2}(x)$ be two linearly independent solutions of

$$
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=0, a<x<b
$$

with the boundary conditions

$$
A_{1} y(a)+B_{1} y^{\prime}(a)=0, \quad A_{2} y(b)+B_{2} y^{\prime}(b)=0
$$

Then non-trivial solution of this problem will exit if and only if

$$
\Delta=\left|\begin{array}{ll}
A_{1} y_{1}(a)+B_{1} y_{1}^{\prime}(a) & A_{1} y_{2}(a)+B_{1} y_{2}^{\prime}(a)  \tag{1.13}\\
A_{2} y_{1}(b)+B_{2} y_{1}^{\prime}(b) & A_{2} y_{2}(b)+B_{2} y_{2}^{\prime}(b) .
\end{array}\right|=0
$$

Theorem 1.5 A non homogeneous problem has a unique solution if and only if the associated homogeneous problem has a unique solution, i.e the homogeneous problem has only the trivial solution.

Example 1.3 Solve $y^{\prime \prime}=0,-1<x<1$ subject to $y(-1)=0, y(1)-2 y^{\prime}(1)=0$.
Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}=0 \tag{1.14}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.14). Then the A.E. of (1.14) will be $m^{2}=0$ or $m=0,0$. So the general solution is

$$
\begin{equation*}
y(x)=c_{1}+c_{2} x,-1 \leq x \leq 1 \tag{1.15}
\end{equation*}
$$

where $c_{1}, c_{2}$ are arbitrary constants. Here the boundary conditions are $y(-1)=0, y(1)-2 y^{\prime}(1)=$ 0 . It is also a boundary value problem. The existence of non-trivial solutions is also immediate from Theorem 1.4. Here $y_{1}(x)=1$ and $y_{2}(x)=x$. Then the determinant

$$
\left|\begin{array}{ll}
A_{1} y_{1}(a)+B_{1} y_{1}^{\prime}(a) & A_{1} y_{2}(a)+B_{1} y_{2}^{\prime}(a)  \tag{1.16}\\
A_{2} y_{1}(b)+B_{2} y_{1}^{\prime}(b) & A_{2} y_{2}(b)+B_{2} y_{2}^{\prime}(b)
\end{array}\right|=\left|\begin{array}{cc}
1 & -1 \\
1 & -1
\end{array}\right|=0
$$

where $A_{1}=1, B_{1}=0, A_{2}=1, B_{2}=-2, a=-1$ and $b=1$. So the problem has non-trivial solution. Using the given conditions in (1.15) we get, $c_{1}=c_{2}$ where $c_{2}$ is an arbitrary constant.

Hence, the solution to the given boundary value problem is $y=c_{2}(1+x),-1 \leq x \leq 1$ where $c_{2}$ is an arbitrary constant. For different values of $c_{2}$, the problem has infinite many non-trivial solutions.

Example 1.4 Solve: $y^{\prime \prime}-2 y^{\prime}+2 y=0,0<x<\pi$ subject to (i) $y(0)=0, y(\pi)=0$ (ii) $y(0)=0, y\left(\frac{\pi}{2}\right)=0$.

Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}-2 y^{\prime}+2 y=0 \tag{1.17}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.17). Then the A.E. of (1.17) will be $m^{2}-2 m+2=0$ or $m=1 \pm i$. So the general solution is

$$
\begin{equation*}
y(x)=e^{x}\left(c_{1} \cos x+c_{2} \sin x\right), \quad 0 \leq x \leq \pi \tag{1.18}
\end{equation*}
$$

where $c_{1}, c_{2}$ are arbitrary constants.

Case I: When $y(0)=0, y(\pi)=0$
It is also a boundary values problem. The existence of non-trivial solutions is also immediate from Theorem 1.4. Here $y_{1}(x)=e^{x} \cos x$ and $y_{2}(x)=e^{x} \sin x$. Then the determinant

$$
\left|\begin{array}{ll}
A_{1} y_{1}(a)+B_{1} y_{1}^{\prime}(a) & A_{1} y_{2}(a)+B_{1} y_{2}^{\prime}(a)  \tag{1.19}\\
A_{2} y_{1}(b)+B_{2} y_{1}^{\prime}(b) & A_{2} y_{2}(b)+B_{2} y_{2}^{\prime}(b)
\end{array}\right|=\left|\begin{array}{cc}
1 & 0 \\
-1 & 0
\end{array}\right|=0
$$

where $A_{1}=1, B_{1}=0, A_{2}=1, B_{2}=0, a=0$ and $b=\pi$. So the problem has non-trivial solution. Using the given conditions in (1.18) we get, $c_{1}=0$ but no value of $c_{2}$. Hence, the solution is $y=c_{2} e^{x} \sin x$ and this solution is valid for any values of $c_{2}$. So in this case there are infinite solutions.

Case II: When $y(0)=0, y\left(\frac{\pi}{2}\right)=0$
It is also a boundary values problem. The existence of the unique trivial solutions is also immediate from Theorem 1.4 Here $y_{1}(x)=e^{x} \cos x$ and $y_{2}(x)=e^{x} \sin x$. Then the determinant

$$
\left|\begin{array}{ll}
A_{1} y_{1}(a)+B_{1} y_{1}^{\prime}(a) & A_{1} y_{2}(a)+B_{1} y_{2}^{\prime}(a)  \tag{1.20}\\
A_{2} y_{1}(b)+B_{2} y_{1}^{\prime}(b) & A_{2} y_{2}(b)+B_{2} y_{2}^{\prime}(b)
\end{array}\right|=\left|\begin{array}{cc}
1 & 0 \\
0 & e^{\frac{\pi}{2}}
\end{array}\right|=e^{\frac{\pi}{2}}(\neq 0)
$$

where $A_{1}=1, B_{1}=0, A_{2}=1, B_{2}=0, a=0$ and $b=\frac{\pi}{2}$. So the problem has trivial solution. Using the given conditions in (1.18) we get , $c_{1}=0, c_{2}=0$. Hence, the trivial solution is $y(x)=0$. So in this case there are unique solution $y(x)=0$ on $[0, \pi]$.

Example 1.5 Solve: $y^{\prime \prime}-2 y^{\prime}+2 y=2,0<x<\pi$ subject to (i) $y(0)=1, y(\pi)=-1$
$y(0)=1, y\left(\frac{\pi}{2}\right)=1$.
Solution: The given non-homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}-2 y^{\prime}+2 y=2,0<x<\pi \tag{1.21}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of the corresponding homogenous differential equation of (1.21). Then its auxiliary equation is $m^{2}-2 m+2=0$ or, $m=1 \pm i$. So the complementary function is

$$
\begin{equation*}
y_{c}(x)=e^{x}\left(c_{1} \cos x+c_{2} \sin x\right) \tag{1.22}
\end{equation*}
$$

where $c_{1}, c_{2}$ are arbitrary constants.
And particular solution is

$$
\begin{equation*}
y_{p}(x)=\frac{2}{D^{2}-2 D+2}=1 \tag{1.23}
\end{equation*}
$$

So the general solution is

$$
\begin{equation*}
y(x)=y_{c}(x)+y_{p}(x)=e^{x}\left(c_{1} \cos x+c_{2} \sin x\right)+1,0 \leq x \leq \pi \tag{1.24}
\end{equation*}
$$

where $c_{1}, c_{2}$ are arbitrary constants.

Case I: When $y(0)=1, y(\pi)=1$
The Case-I of the Example 1.4 is the associated homogeneous problem of (1.21) with these subsidiary conditions $y(0)=1, y(\pi)=1$. As the associated homogeneous problem has infinite solution so, the non-homogeneous boundary value problem (1.21) has same if the solution (1.24) satisfy the subsidiary conditions $y(0)=1$ and $y(\pi)=1$ by Theorem 1.5 Using the these subsidiary conditions in (1.24) we get, $c_{1}=0$ but no value of $c_{2}$. Hence, the solution is $y=c_{2} e^{x} \sin x+1,0 \leq x \leq \pi$ and this solution is valid for any values of $c_{2}$. So in this case there are infinite solutions.

Case II: When $y(0)=2, y\left(\frac{\pi}{2}\right)=2$.
The Case-II of the Example 1.4 is the associated homogeneous problem of (1.21) with these subsidiary conditions $y(0)=2, y\left(\frac{\pi}{2}\right)=2$. As the associated homogeneous problem has unique solution so, the non-homogeneous boundary value problem (1.21) has also unique solution if the solution (1.24) satisfy subsidiary conditions $y(0)=2, y\left(\frac{\pi}{2}\right)=2$ by Theorem 1.5. Using these subsidiary conditions in (1.24) we get, $c_{1}=1, c_{2}=e^{-\frac{\pi}{2}}$. So in this case there are unique solution $y(x)=e^{x}\left(\cos x+e^{-\frac{\pi}{2}} \sin x\right)+1,0 \leq x \leq \frac{\pi}{2}$.

### 1.3.2 Eigenvalue Problems

Let us consider the homogeneous boundary-value problem as started in section (1.3). Also from the theorem-1.4, we see that, this problem has non trivial solution if condition (1.13) is satisfied. From (1.11), we see that for certain values of $\lambda$ as determined by (1.13) for which non trivial solution. These values of $\lambda$ for which non-trivial solution to a homogeneous boundary value problems do exist are called eigenvalues and the corresponding non trivial solutions are known as eigenfunctions.

Example 1.6 Find the eigenvalues and eigenfunctions of
$\frac{d^{2} y}{d x^{2}}+\lambda y=0,0<x<1 ; y(0)=0, y(1)=0$
V.U(H) : 2016, NET(MS): (June)2012

Solution: The given homogeneous differential equation is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\lambda y=0,0<x<1 \tag{1.25}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.25). Then the A.E. of (1.25) is $m^{2}+\lambda=0$ or $m= \pm \sqrt{-\lambda}$. We now consider the three cases $\lambda=0, \lambda<0 \lambda>0$ separately.

Case-I : When $\lambda=0$
When $\lambda=0$, then $m=0,0$. So the solution of the equation may be written as $y=c_{1}+c_{2} x$. Using boundary condition, we get $c_{1}=c_{2}=0$. Therefore $y=0$ is the only solution of (1.25) on [0, 1]. But, the solution $y=0$ is a trivial solution. So, $\lambda=0$ is not an eigenvalue of (1.25).

## Case-II : When $\lambda<0$

When $\lambda<0, \lambda=-k^{2}$, so the auxiliary equation becomes $m^{2}=k^{2}$ and hence $m= \pm k$ and the solution will be $y=c_{1} e^{k x}+c_{2} e^{-k x}$. Since $\left|\begin{array}{cc}e^{k x} & e^{-k x} \\ k e^{k x} & -k e^{-k x}\end{array}\right|=-2 k \neq 0$. So $y_{1}=e^{k x}$ and $y_{2}=e^{-k x}$ are two independent solutions of the given equation. Then the boundary condition give $c_{1}+c_{2}=0$ and $c_{1} e^{k}+c_{2} e^{-k}=0$. Since $\left|\begin{array}{cc}1 & 1 \\ e^{k} & e^{-k}\end{array}\right|=e^{-k}-e^{k} \neq 0$. So the said homogenous system of equations of $c_{1}, c_{2}$ has unique solutions $c_{1}=c_{2}=0$. Therefore $y=0$ is the only solution of (1.25) on $[0,1]$. But, the solution $y=0$ is again a trivial solution. So, $\lambda<0$ is not an eigenvalue of (1.25).

Case-III : When $\lambda>0$
In this case the auxiliary equation $m^{2}+\lambda=0$ given $m= \pm i \sqrt{\lambda}$ and the solution is $y=$ $c_{1} \cos \sqrt{\lambda} x+c_{2} \sin \sqrt{\lambda} x$. Now using the boundary conditions we get $c_{1}=0$ and $c_{2} \sin \sqrt{\lambda}=0$. Now, if $c_{2}=0$, then the equation (1.25) has only trivial solution $y(x)=0$ on $[0,1]$. But to get non-trivial solution, let $c_{2} \neq 0$ then $\sin \sqrt{\lambda}=0$ which implies $\sqrt{\lambda}=n \pi, n=0, \pm 1, \pm 2 \cdots$ or $\lambda=n^{2} \pi^{2}, n=1,2,3, \cdots[n \neq 0$, since $\lambda \neq 0]$ which are the eigenvalues of this boundary value problem (1.25). The corresponding eigenfunctions are $y_{n}(x)=A_{n} \sin n \pi x, 0<x<1$ where the arbitrary constants $A_{n}$ are different for different values of $n=1,2,3, \cdots$. Also, we see that the eigenvalue $\lambda$ does not change the sign and it is always positive.

Note: Given that $y(0)=0, y(1)=0$, so $y(x)$ is trivial at $x=0,1$. Hence the eigenfunctions $y_{n}(x)=A_{n} \sin n \pi x$ are taken the values on the open interval $(0,1)$ for $n=1,2,3, \cdots$.

### 1.4 Orthogonal set of functions

Definition 1.1 (Orthogonality of the two functions) Two functions $\phi, \psi$ are said to be orthogonal functions over the interval $[\mathrm{a}, \mathrm{b}]$ if

$$
\int_{a}^{b} \phi(x) \psi(x) d x=0
$$

Definition 1.2 (Orthogonal set of functions) A set of functions $\left\{\phi_{i}\right\},(i=0,1,2, \cdots, n)$ is said to be orthogonal set of functions over the interval $[\mathrm{a}, \mathrm{b}]$ if

$$
\int_{a}^{b} \phi_{i}(x) \phi_{j}(x) d x=0, i \neq j .
$$

Definition 1.3 (Orthogonality with respect to a weight function) Two functions $\phi, \psi$ are said to be orthogonal functions over the interval $[a, b]$ with respect to the weight function $W$ if

$$
\int_{a}^{b} W(x) \phi(x) \psi(x) d x=0
$$

Definition 1.4 (Orthogonal set of functions with respect to a weight function) A set of functions $\left\{\phi_{i}\right\},(i=0,1,2, \cdots, n)$ is said to be orthogonal set of functions over the interval $[\mathrm{a}, \mathrm{b}$ ] with respect to the weight function $W$ if

$$
\int_{a}^{b} W(x) \phi_{i}(x) \phi_{j}(x) d x=0, i \neq j
$$

Example 1.7 Show that the set of functions $\{\cos n x,(n=0,1,2, \cdots)\}$ is orthogonal on the interval $-\pi \leq x \leq \pi$.

Solution. Here the given functions are $\phi_{n}$ defined by $\phi_{n}(x)=\cos n x, n=0,1,2, \cdots$. For $m \neq n$, we have

$$
\begin{aligned}
& \int_{-\pi}^{\pi} \phi_{m}(x) \phi_{n}(x) d x=\int_{-\pi}^{\pi} \cos m x \cos n x d x \\
& =\frac{1}{2} \int_{0}^{\pi} 2 \cos m x \cos n x d x=\frac{1}{2}\left[\frac{\sin (m+n) x}{m+n}+\frac{\sin (m-n) x}{m-n}\right]_{-\pi}^{\pi}=0
\end{aligned}
$$

Therefore, the given set of functions is orthogonal on the interval $-\pi \leq x \leq \pi$.
Example 1.8 Show that the functions $1-x, 1-2 x+\frac{x^{2}}{2}$ are orthogonal with respect to $e^{-x}$ on the interval $0 \leq x<\infty$.

Solution. Here the given functions are $1-x, 1-2 x+\frac{x^{2}}{2}$ and the given weight function is $e^{-x}$. Let $\phi(x)=1-x, \psi(x)=1-2 x+\frac{x^{2}}{2}$ and $W(x)=e^{-x}$.

$$
\text { Now, } \begin{aligned}
& \int_{0}^{\infty} W(x) \phi(x) \psi(x) d x=\int_{0}^{\infty} e^{-x}(1-x)\left(1-2 x+\frac{x^{2}}{2}\right) d x=\int_{0}^{\infty} e^{-x}\left(1-3 x+\frac{5 x^{2}}{2}-\frac{x^{3}}{2}\right) d x \\
= & \int_{0}^{\infty} e^{-x} x^{0} d x-3 \int_{0}^{\infty} e^{-x} x d x+\frac{5}{2} \int_{0}^{\infty} e^{-x} x^{2} d x-\frac{1}{2} \int_{0}^{\infty} e^{-x} x^{3} d x=0 .
\end{aligned}
$$

Therefore $\int_{0}^{\infty} W(x) \phi(x) \psi(x) d x=0$. Hence, the functions $1-x, 1-2 x+\frac{x^{2}}{2}$ are orthogonal with respect to $e^{-x}$ on the interval $0 \leq x<\infty$.

### 1.5 Sturm-Liouville problems

A second order Sturm-Liouville problem is a homogeneous boundary value problem of the form

$$
\begin{equation*}
\frac{d}{d x}\left\{p(x) \frac{d y}{d x}\right\}+\{q(x)+\lambda r(x)\} y=0 \tag{1.26}
\end{equation*}
$$

with the boundary conditions

$$
\begin{align*}
& A_{1} y(a)+B_{1} y^{\prime}(a)=0  \tag{1.27}\\
& A_{2} y(b)+B_{2} y^{\prime}(b)=0 \tag{1.28}
\end{align*}
$$

where $p, q, r$ and $p^{\prime}$ are all real valued continuous functions on $[a, b]$ and both $p$ and $r$ are positive on $[a, b]$ and $\lambda$ is a parameter independent of $x$. It is to be noted that $p, q, r$ are all independent of $\lambda$ and also the constants $A_{1}, B_{1}, A_{2}, B_{2}$ are also independent of $\lambda$. Also it is to be noted that $A_{1}$ and $A_{2}$ are not both zero and $B_{1}$ and $B_{2}$ are also not both zero.
This type of boundary value problem is also called a Sturm-Liouville System or Regular SturmLiouville System.

Let us consider three supplementary conditions with periodic end conditions

$$
\begin{align*}
& p(a)=p(b)  \tag{1.29}\\
& y(a)=y(b)  \tag{1.30}\\
& y^{\prime}(a)=y^{\prime}(b) . \tag{1.31}
\end{align*}
$$

Then the second order differential equation (1.26) with three supplementary conditions (1.29)(1.31) is called a Periodic Sturm-Liouville problem.

Example 1.9 Express the boundary value problem $y^{\prime \prime}+\lambda y=0,0<x<\pi$ which satisfies the boundary conditions to $y(0)=0 ; y^{\prime}(\pi)=0$ into a Sturm-Liouville problem.

Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}+\lambda y=0,0<x<\pi \text { with } y(0)=0, y^{\prime}(\pi)=0 . \tag{1.32}
\end{equation*}
$$

From the equation (1.32), we see that $p(x)=1, q(x)=0$, and $r(x)=1$, and then the given equation can be put in the form

$$
\begin{equation*}
\frac{d}{d x}\left(1 \cdot \frac{d y}{d x}\right)+(0+\lambda .1) y=0 \text { with } 1 \cdot y(0)+0 . y^{\prime}(0)=0,0 . y(\pi)+1 \cdot y^{\prime}(\pi)=0 \tag{1.33}
\end{equation*}
$$

where $p(x)=1>0$, and $r(x)=1>0$ for all $x \in[0, \pi]$.
Thus the problem can be treated as Sturm-Liouville problem.
Example 1.10 Express the boundary value problem $y^{\prime \prime}+\lambda y=0,-\pi<x<\pi$ which satisfies the boundary conditions to $y(-\pi)=y(\pi) ; y^{\prime}(-\pi)=y^{\prime}(\pi)$ into a periodic Sturm-Liouville problem.

Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}+\lambda y=0,-\pi<x<\pi \text { with } y(-\pi)=y(\pi), y^{\prime}(-\pi)=y^{\prime}(\pi) \tag{1.34}
\end{equation*}
$$

From the equation (1.34), we see that $p(x)=1, q(x)=0$, and $r(x)=1$, and then the given equation can be put in the form

$$
\frac{d}{d x}\left(1 \cdot \frac{d y}{d x}\right)+(0+\lambda .1) y=0 \text { with } p(-\pi)=p(\pi) ; \quad y(-\pi)=y(\pi), \quad y^{\prime}(-\pi)=y^{\prime}(\pi)
$$

where $p(x)=1>0$, and $r(x)=1>0$ for all $x \in[-\pi, \pi]$.
Thus the problem can be treated as periodic Sturm-Liouville problem.

### 1.6 Conversion of a Second Order Linear Differential Equation to Sturm-Liouville Form

Let us consider a second order linear differential equation of the form

$$
\begin{equation*}
p_{0}(x) \frac{d^{2} y}{d x^{2}}+p_{1}(x) \frac{d y}{d x}+p_{2}(x) y+\lambda R(x) y=0 \tag{1.35}
\end{equation*}
$$

on $[a, b]$, where $p_{0}(x)(\neq 0)$ and $R(x)$ are positive in the interval where the problem is considered. Multiplying the equation (1.35) by

$$
\begin{equation*}
I(x)=e^{\int \frac{p_{1}(x)}{p_{0}(x)} d x} \tag{1.36}
\end{equation*}
$$

we get, $I(x) P_{0}(x) \frac{d^{2} y}{d x^{2}}+I(x) P_{1}(x) \frac{d y}{d x}+I(x) P_{2}(x) y+\lambda I(x) R(x) y=0$
$\Rightarrow P_{0}(x)\left[I(x) \frac{d^{2} y}{d x^{2}}+I(x) \frac{P_{1}(x)}{P_{0}(x)} \frac{d y}{d x}\right]+I(x) p_{2}(x) y+\lambda I(x) R(x) y=0$
$\Rightarrow P_{0}(x) \frac{d}{d x}\left[I(x) \frac{d y}{d x}\right]+I(x) P_{2}(x) y+\lambda I(x) R(x) y=0, \quad\left[\right.$ since $\left.\frac{d I(x)}{d x}=e^{\int \frac{p_{1}(x)}{p_{0}(x)} d x} \cdot \frac{P_{1}(x)}{P_{0}(x)}=I(x) \frac{P_{1}(x)}{P_{0}(x)}\right]$.
Now dividing by $P_{0}(x)$, we get $\frac{d}{d x}\left[I(x) \frac{d y}{d x}\right]+\left[I(x) \frac{P_{2}(x)}{P_{0}(x)}+\lambda \frac{I(x) R(x)}{P_{0}(x)}\right] y=0$.
Now putting $p(x)=I(x), q(x)=I(x) \frac{P_{2}(x)}{P_{0}(x)}$ and $r(x)=\frac{I(x) R(x)}{P_{0}(x)}$, we get, $\frac{d}{d x}\left\{P(x) \frac{d y}{d x}\right\}+\{q(x)+\lambda r(x)\} y=0$, on $[a, b]$, which is of Sturm-Liouville form.

### 1.7 Some properties of regular Sturm-Liouville problems

Property 1.1 The eigenvalue of Sturm-Liouville problems are all real.
Property 1.2 There exists an infinite number of characteristic values(eigenvalues) $\lambda_{n}$ of the given problem. These characteristic values $\lambda_{n}$ can be arranged in a monotonic increasing sequence $\lambda_{1}<\lambda_{2}<\lambda_{3}<\cdots$ such that $\lambda_{n} \rightarrow \infty n \rightarrow \infty$.

Property 1.3 For each eigenvalues of Sturm-Liouville problems (1.26), there exits one and only one linearly independent eigenfunction.

Property 1.4 The eigenfunctions corresponding to different eigenvalues are orthogonal with respect to weight function $\mathbf{r}$.

Theorem 1.6 Let the coefficients $p(x), q(x)$ and $r(x)$ in the Sturm-Liouville system be continuous in $[a, b]$. Let the eigen functions $\phi_{j}$ and $\phi_{k}$ corresponding to $\lambda_{j}$ and $\lambda_{k}$ be continuously differentiable. Then $\phi_{j}$ and $\phi_{k}$ are orthogonal w.r.t. the weight function $\mathbf{r}$ in $[a, b]$.

Proof. We have Sturm-Liouville system

$$
\begin{equation*}
\frac{d}{d x}\left\{p(x) \frac{d y}{d x}\right\}+\{q(x)+\lambda r(x)\} y=0 \tag{1.37}
\end{equation*}
$$

Since $\phi_{j}$ and $\phi_{k}$ are the eigen functions of (1.37) corresponding to the eigen values $\lambda_{j}$ and $\lambda_{k}$ respectively, thus we have

$$
\begin{align*}
\frac{d}{d x}\left\{p(x) \frac{d \phi_{j}}{d x}\right\}+\left\{q(x)+\lambda_{j} r(x)\right\} \phi_{j} & =0  \tag{1.38}\\
\text { and } \quad \frac{d}{d x}\left\{p(x) \frac{d \phi_{k}}{d x}\right\}+\left\{q(x)+\lambda_{k} r(x)\right\} \phi_{k} & =0 \tag{1.39}
\end{align*}
$$

Multiplying to the equation (1.38) by $\phi_{k}$ and to the equation (1.39) by $\phi_{j}$ and then substituting we get,

$$
\begin{aligned}
& \phi_{k} \frac{d}{d x}\left\{p \frac{d \phi_{j}}{d x}\right\}+\left\{q+\lambda_{j} r\right\} \phi_{j} \phi_{k}-\phi_{j} \frac{d}{d x}\left\{p \frac{d \phi_{k}}{d x}\right\}-\left\{q+\lambda_{k} r\right\} \phi_{j} \phi_{k}=0 \\
\Rightarrow & r\left(\lambda_{j}-\lambda_{k}\right) \phi_{j} \phi_{k}=\phi_{j} \frac{d}{d x}\left\{p \frac{d \phi_{k}}{d x}\right\}-\phi_{k} \frac{d}{d x}\left\{p \frac{d \phi_{j}}{d x}\right\} \\
\Rightarrow & r\left(\lambda_{j}-\lambda_{k}\right) \phi_{j} \phi_{k}=\frac{d}{d x}\left[\left(p \phi_{j} \frac{d \phi_{k}}{d x}\right)-\left(p \frac{d \phi_{j}}{d x} \phi_{k}\right)\right]
\end{aligned}
$$

Now integrating to the above w.r.t. $x$ within the limits $a$ to $b$, we get

$$
\begin{align*}
& \left(\lambda_{j}-\lambda_{k}\right) \int_{a}^{b} \phi_{j} \phi_{k} r(x) d x=\left[\left(p \phi_{j} \frac{d \phi_{k}}{d x}\right)-\left(p \frac{d \phi_{j}}{d x} \phi_{k}\right)\right]_{a}^{b} \\
= & p(b)\left(\phi_{j}(b) \phi_{k}^{\prime}(b)-\phi_{j}^{\prime}(b) \phi_{k}(b)\right)-p(a)\left(\phi_{j}(a) \phi_{k}^{\prime}(a)-\phi_{j}^{\prime}(a) \phi_{k}(a)\right) \tag{1.40}
\end{align*}
$$

Now the supplementary conditions of Sturm-Liouville system are

$$
\begin{align*}
& A_{1} \phi_{j}(a)+B_{1} \phi_{j}^{\prime}(a)=0  \tag{1.41}\\
& A_{2} \phi_{j}(b)+B_{2} \phi_{j}^{\prime}(b)=0  \tag{1.42}\\
& \text { and } \quad \begin{aligned}
& \\
& A_{1} \phi_{k}(a)+B_{1} \phi_{k}^{\prime}(a)=0 \\
& A_{2} \phi_{k}(b)+B_{2} \phi_{k}^{\prime}(b)=0
\end{aligned} \text {, } \tag{1.43}
\end{align*}
$$

Multiplying to the equation (1.42) by $\phi_{k}(b)$ and to (1.44) by $\phi_{j}(b)$ and then substituting we get

$$
\begin{array}{ll} 
& B_{2}\left[\phi_{j}^{\prime}(b) \phi_{k}(b)-\phi_{k}^{\prime}(b) \phi_{j}(b)\right]=0 \\
\Rightarrow \quad & {\left[\phi_{j}^{\prime}(b) \phi_{k}(b)-\phi_{k}^{\prime}(b) \phi_{j}(b)\right]=0, \quad\left(\because B_{2} \neq 0\right)} \tag{1.45}
\end{array}
$$

Similarly multiplying to the equation (1.41) by $\phi_{k}(a)$ and to $(1.43)$ by $\phi_{j}(a)$ and then substituting we get

$$
\begin{align*}
& A_{2}\left[\phi_{j}^{\prime}(a) \phi_{k}(a)-\phi_{k}^{\prime}(a) \phi_{j}(a)\right]=0 \\
\Rightarrow \quad & {\left[\phi_{j}^{\prime}(a) \phi_{k}(a)-\phi_{k}^{\prime}(a) \phi_{j}(a)\right]=0, \quad\left(\because A_{2} \neq 0\right) } \tag{1.46}
\end{align*}
$$

Using (1.45) and (1.46) in (1.40), we have

$$
\begin{equation*}
\left(\lambda_{j}-\lambda_{k}\right) \int_{a}^{b} \phi_{j} \phi_{k} r(x) d x=0 \tag{1.47}
\end{equation*}
$$

Since $\lambda_{j}$ and $\lambda_{k}$ are distinct eigen values, so $\lambda_{j} \neq \lambda_{k}$, therefore from (1.47), we get

$$
\begin{equation*}
\int_{a}^{b} \phi_{j}(x) \phi_{k}(x) r(x) d x=0 \tag{1.48}
\end{equation*}
$$

which shows that $\phi_{j}$ and $\phi_{k}$ are orthogonal w.r.t. the weight function $\mathbf{r}$ on $[a, b]$. Hence the theorem.

Theorem 1.7 All the eigen values of a regular Sturm-Liouville system with $\mathbf{r}(\mathbf{x})>0$, are real.
Proof. Let $\phi_{j}$ and $\phi_{k}$ be the eigen functions of the regular Sturm-Liouville system (1.37) corresponding to the eigen values $\lambda_{j}$ and $\lambda_{k}$ respectively. Then using similar way of the Theorem 1.6. we have (like equation (1.47))

$$
\begin{equation*}
\left(\lambda_{j}-\lambda_{k}\right) \int_{a}^{b} \phi_{j} \phi_{k} r(x) d x=0 \tag{1.49}
\end{equation*}
$$

Let us assume that $\lambda_{j}=\alpha+i \beta$ corresponding to $\phi_{j}=u+i v$. Then as the coefficients of SturmLiouville equation are real, the complex conjugate of $\lambda_{j}$ is also an eigen value. Thus there exists an eigen function $\phi_{k}=u-i v=\bar{\phi}_{j}$ corresponding to the eigen value $\lambda_{k}=\alpha-i \beta=\bar{\lambda}_{j}$. Using the above conditions, in equation (1.49), we get

$$
\begin{aligned}
& {[(\alpha+i \beta)-(\alpha-i \beta)] \int_{a}^{b}(u+i v)(u-i v) r(x) d x=0 } \\
\Rightarrow & 2 i \beta \int_{a}^{b}\left(u^{2}+v^{2}\right) r(x) d x=0
\end{aligned}
$$

Since $r(x)$ is positive and $u^{2}+v^{2}$ is positive. Therefore $\beta$ must be equal to zero. Hence eigen values of regular Sturm-Liouville system are real.

Theorem 1.8 The eigen functions of the periodic Sturm-Liouville system in $[a, b]$ are orthogonal w.r.t. the weight function $\mathbf{r}$ in $[a, b]$.

Proof. We have the periodic Sturm-Liouville system as

$$
\begin{equation*}
\frac{d}{d x}\left\{p(x) \frac{d y}{d x}\right\}+\{q(x)+\lambda r(x)\} y=0 \tag{1.50}
\end{equation*}
$$

with three supplementary conditions (1.29) - (1.31). Let $\phi_{j}$ and $\phi_{k}$ be the eigen functions of the periodic Sturm-Liouville system (1.50) corresponding to the eigen values $\lambda_{j}$ and $\lambda_{k}$ respectively.

Then using similar way of the Theorem 1.6, we have (like equation (1.40))

$$
\begin{equation*}
\left(\lambda_{j}-\lambda_{k}\right) \int_{a}^{b} \phi_{j} \phi_{k} r(x) d x=p(b)\left(\phi_{j}(b) \phi_{k}^{\prime}(b)-\phi_{j}^{\prime}(b) \phi_{k}(b)\right)-p(a)\left(\phi_{j}(a) \phi_{k}^{\prime}(a)-\phi_{j}^{\prime}(a) \phi_{k}(a)\right) \tag{1.51}
\end{equation*}
$$

Then using the three supplementary conditions (1.29) - (1.31) of periodic Sturm-Liouville system, we have

$$
\begin{array}{lll} 
& p(a)=p(b) & \\
\text { and } & \phi_{j}(a)=\phi_{j}(b), & \phi_{j}^{\prime}(a)=\phi_{j}^{\prime}(b) \\
\text { and } & \phi_{k}(a)=\phi_{k}(b), & \phi_{k}^{\prime}(a)=\phi_{k}^{\prime}(b) \tag{1.54}
\end{array}
$$

Using (1.52), (1.53) and (1.54) in (1.51), we get

$$
\begin{equation*}
\left(\lambda_{j}-\lambda_{k}\right) \int_{a}^{b} \phi_{j} \phi_{k} r(x) d x=0 \tag{1.55}
\end{equation*}
$$

Since $\lambda_{j}$ and $\lambda_{k}$ are distinct eigenvalues, so $\lambda_{j} \neq \lambda_{k}$, therefore from (1.55), we get

$$
\begin{equation*}
\int_{a}^{b} \phi_{j}(x) \phi_{k}(x) r(x) d x=0 \tag{1.56}
\end{equation*}
$$

which shows that $\phi_{j}$ and $\phi_{k}$ are orthogonal w.r.t. the weight function $\mathbf{r}$ on $[a, b]$. Hence the theorem.
Theorem 1.9 If $\phi_{1}(x)$ and $\phi_{2}(x)$ are any two solutions of the Sturm-Liouville equation on $[a, b]$, then $p(x) W\left[x ; \phi_{1}, \phi_{2}\right]=$ constant, where $W$ is the Wronskian and $W\left[x ; \phi_{1}, \phi_{2}\right]=\left|\phi_{1} \phi_{2}^{\prime}-\phi_{1}^{\prime} \phi_{2}\right|$.
Proof. Since $\phi_{1}$ and $\phi_{2}$ are any two solutions of the Sturm-Liouville equation, then

$$
\begin{align*}
\frac{d}{d x}\left\{p(x) \frac{d \phi_{1}}{d x}\right\}+\{q(x)+\lambda r(x)\} \phi_{1} & =0  \tag{1.57}\\
\text { and } & \frac{d}{d x}\left\{p(x) \frac{d \phi_{2}}{d x}\right\}+\{q(x)+\lambda r(x)\} \phi_{2} \tag{1.58}
\end{align*}=0
$$

Multiplying to the equation (1.57) by $\phi_{2}$ and to (1.58) by $\phi_{1}$ and then substituting we get

$$
\begin{aligned}
& \phi_{1} \frac{d}{d x}\left\{p(x) \frac{d \phi_{2}}{d x}\right\}-\phi_{2} \frac{d}{d x}\left\{p(x) \frac{d \phi_{1}}{d x}\right\}=0 \\
\Rightarrow \quad & \frac{d}{d x}\left[\left(p \phi_{2}^{\prime}\right) \phi_{1}-\left(p \phi_{1}^{\prime}\right) \phi_{2}\right]=0
\end{aligned}
$$

Integrating above w.r.t. $x$ to the limits $a$ to $x$, we get,

$$
\begin{aligned}
& \int_{a}^{x} d\left[\left(p \phi_{2}^{\prime}\right) \phi_{1}-\left(p \phi_{1}^{\prime}\right) \phi_{2}\right]=0 \\
\Rightarrow & {\left[\left(p \phi_{2}^{\prime}\right) \phi_{1}-\left(p \phi_{1}^{\prime}\right) \phi_{2}\right]_{a}^{x}=0 } \\
\Rightarrow & p(x)\left[\phi_{2}^{\prime}(x) \phi_{1}(x)-\phi_{1}^{\prime}(x) \phi_{2}(x)\right]-p(a)\left[\phi_{2}^{\prime}(a) \phi_{1}(a)-\phi_{1}^{\prime}(a) \phi_{2}(a)\right]=0 \\
\Rightarrow & p(x) W\left[x ; \phi_{1}, \phi_{2}\right]=\mathrm{constant} .
\end{aligned}
$$

### 1.8 Worked Out Examples

Example 1.11 Solve: $\frac{d^{2} y}{d x^{2}}-9 y=0 ; y(0)=0$ and $y^{\prime}(0)=1$.
Solution: The given homogeneous differential equation is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-9 y=0 \tag{1.59}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( $m$ being a constant) be a trial solution of (1.59). Then the A.E. of (1.59) is $m^{2}-9=0$ or $m= \pm 3$. So the general solution is $y=c_{1} e^{3 x}+c_{2} e^{-3 x}$ and $y^{\prime}=3 c_{1} e^{3 x}-3 c_{2} e^{-3 x}$. Then using conditions, we get, $c_{1}+c_{2}=0$ and $3 c_{1}-3 c_{2}=1$. So, $c_{1}=\frac{1}{6}$ and $c_{2}=-\frac{1}{6}$. Hence the solution is $y=\frac{1}{6}\left(e^{3 x}-e^{-3 x}\right)$.
Example 1.12 Express the boundary value problem $x^{2} y^{\prime \prime}+x y^{\prime}+\lambda y=0,1<x<e^{2 \pi} ; \lambda>0$, which satisfies the boundary conditions to $y^{\prime}(1)=0 ; y^{\prime}\left(e^{2 \pi}\right)=0$ into a Sturm-Liouville problem.
Solution: The given homogeneous differential equation is

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x y^{\prime}+\lambda y=0,1<x<e^{2 \pi} ; \text { with } y^{\prime}(1)=0, y^{\prime}\left(e^{2 \pi}\right)=0 \tag{1.60}
\end{equation*}
$$

The given equation (1.60) can be put in the form

$$
\begin{equation*}
\frac{d}{d x}\left(x \cdot \frac{d y}{d x}\right)+\left(0+\frac{\lambda}{x}\right) y=0 \text { with } 0 \cdot y(1)+1 \cdot y^{\prime}(1)=0,0 \cdot y\left(e^{2 \pi}\right)+1 \cdot y^{\prime}\left(e^{2 \pi}\right)=0 \tag{1.61}
\end{equation*}
$$

where $p(x)=x>0, q(x)=0$ and $r(x)=\frac{1}{x}>0$ for all $x \in\left[1, e^{2 \pi}\right]$.
Thus the problem can be treated as Sturm-Liouville problem.
Example 1.13 Find the eigenvalues and the eigenfunctions for the differential equation $y^{\prime \prime}+$ $\lambda y=0,0<x<\pi$, subject to $y(0)=0 ; y(\pi)=0$ and also show that the set of eigenfunctions are orthogonal on the interval $0<x<\pi$.
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Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}+\lambda y=0,0<x<\pi \tag{1.62}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.62). Then the A.E. of (1.62) is $m^{2}+\lambda=0$ or $m= \pm \sqrt{-\lambda}$.

Case I: If $\lambda=0$, the general solution of the equation is $y=c_{1}+c_{2} x, c_{1}, c_{2}$ being arbitrary constants. But by using the boundary conditions $y(0)=0$ and $y(\pi)=0$, we get, $c_{1}=c_{2}=0$ and hence $y=0$ is the solution on $[0, \pi]$ of $(1.62)$. But, the said solution is a trivial solution in the closed interval $[0, \pi]$. Thus $\lambda=0$ is not an eigenvalue of (1.62).

Case II: If $\lambda<0$, the solution is $y=c_{1} e^{\sqrt{-\lambda} x}+c_{2} e^{-\sqrt{-\lambda} x}$ where $-\lambda$ is positive. Then the boundary condition $y(0)=0$ and $y(\pi)=0$, give $c_{1}+c_{2}=0$ and $c_{1} e^{\sqrt{-\lambda} \pi}+c_{2} e^{-\sqrt{-\lambda} \pi}=0$ i.e, $c_{1}=c_{2}=0$ and consequently the equation (1.62) has a trivial solution $y=0$. Thus $\lambda<0$ are not eigenvalues of (1.62).

Case III: If $\lambda>0$, the solution is $y=c_{1} \cos \sqrt{\lambda} x+c_{2} \sin \sqrt{\lambda} x$. The condition $y(0)=0$ gives $c_{1}=0$ and the condition $y(\pi)=0$ gives $c_{2} \sin (\sqrt{\lambda} \pi)=0$. Then to get non-trivial solution let $c_{2} \neq 0$ and then, $\sin (\sqrt{\lambda} \pi)=0$ which implies $\sqrt{\lambda} \pi=n \pi$ or, $\sqrt{\lambda}=n$. So the eigenvalues of (1.62) are $\lambda=n^{2}$ for $n=1,2,3, \cdots$ and corresponding eigenfunctions are $\phi_{n}(x)=A_{n} \sin n x, 0<x<\pi$, where $n=1,2,3, \cdots$.
Next, the eigenfunctions are $\phi_{n}(x)=A_{n} \sin n x, 0<x<\pi, n=1,2,3, \cdots$. For $m \neq n$ and $n, m=1,2,3, \cdots$, we have

$$
\begin{aligned}
& \int_{0}^{\pi} \phi_{m}(x) \phi_{n}(x) d x=\int_{0}^{\pi} A_{m} A_{n} \sin m x \sin n x d x \\
& =\frac{1}{2} \int_{0}^{\pi} A_{n} A_{m} 2 \sin m x \sin n x d x=\frac{A_{n} A_{m}}{2}\left[\frac{\sin (m-n) x}{m-n}-\frac{\sin (m+n) x}{m+n}\right]_{0}^{\pi}=0 .
\end{aligned}
$$

Therefore, the given set of eigenfunctions is orthogonal on the interval $0<x<\pi$.
Example 1.14 Find the set of all eigenvalues and corresponding eigenfunctions of

$$
y^{\prime \prime}+\lambda y=0,0<x<\frac{\pi}{2}, \text { with } y^{\prime}(0)=0, y^{\prime}\left(\frac{\pi}{2}\right)=0
$$
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Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}+\lambda y=0,0<x<\frac{\pi}{2} \tag{1.63}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.63). Then the A.E. of (1.63) is $m^{2}+\lambda=0$ or $m= \pm \sqrt{-\lambda}$.

Case I: If $\lambda=0$, the general solution of the equation is $y=c_{1}+c_{2} x, c_{1}, c_{2}$ being arbitrary constants. But by using the boundary conditions $y^{\prime}(0)=0$ and $y^{\prime}\left(\frac{\pi}{2}\right)=0$, we get, $c_{2}=0$ and hence $y(x)=c_{1}$ is the solution on $\left[0, \frac{\pi}{2}\right]$ of (1.63). Thus $\lambda=0$ is an eigenvalue of (1.63) and corresponding eigenfunctions is $y(x)=c_{1}$ where $c_{1}$ is arbitrary.

Case II: If $\lambda<0$, the solution is $y(x)=c_{1} e^{\sqrt{-\lambda} x}+c_{2} e^{-\sqrt{-\lambda x}}$ where $-\lambda$ is positive. Then the boundary condition $y^{\prime}(0)=0$ and $y^{\prime}\left(\frac{\pi}{2}\right)=0$, give $c_{1}=c_{2}=0$ and consequently the equation (1.63) has a trivial solution $y=0$. Thus $\lambda<0$ are not eigenvalues of (1.63).

Case III: If $\lambda>0$, the solution is $y(x)=c_{1} \cos \sqrt{\lambda} x+c_{2} \sin \sqrt{\lambda} x$. The condition $y^{\prime}(0)=0$ gives $c_{2}=0$ and the condition $y^{\prime}\left(\frac{\pi}{2}\right)=0$ gives $c_{1} \sqrt{\lambda} \sin \left(\sqrt{\lambda} \cdot \frac{\pi}{2}\right)=0$. Then to get non-trivial solution let $c_{1} \neq 0$ and then, $\sin \left(\frac{\sqrt{\lambda} \pi}{2}\right)=0$ which implies $\frac{\sqrt{\lambda} \pi}{2}=n \pi, n=0,1,2,3, \cdots$ or, $\sqrt{\lambda}=2 n$. So the eigenvalues of (1.63) are $\lambda=4 n^{2}$ for $n=0,1,2,3, \cdots$ and corresponding eigenfunctions are $\phi_{n}(x)=A_{n} \cos n x, 0 \leq x<\frac{\pi}{2}$, where $n=0,1,2,3, \cdots$.
Example 1.15 Find the eigenvalues and the eigenfunctions for the differential equation $y^{\prime \prime}+$ $\lambda y=0,0<x<\pi ; \lambda>0$, which satisfies the boundary conditions to $y(0)=0 ; y^{\prime}(\pi)=0$. Find also the difference between the least two eigenvalues of the said boundary value problem.
NET(MS): (June)2013,
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Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}+\lambda y=0,0<x<\pi \tag{1.64}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.64). Then the A.E. of (1.64) is $m^{2}+\lambda=0$ or $m= \pm \sqrt{-\lambda}$. It can be shown easily as previous examples that $\lambda$ is not an eigenvalue when $\lambda \leq 0$. When $\lambda>0$ the solution of the above problem is $y=c_{1} \cos \sqrt{\lambda} x+c_{2} \sin \sqrt{\lambda} x$, where $c_{1}, c_{2}$ are arbitrary constants. Applying the boundary condition $y(0)=0$, we get $c_{1}=0$. Also the condition $y^{\prime}(\pi)=0$ gives $c_{2} \lambda \cos (\sqrt{\lambda} \pi)=0$ which implies $c_{2} \cos (\sqrt{\lambda} \pi)=0$ as $\lambda>0$. Then $c_{2}=0$ gives $y(x)=0$ which is a trivial solution of (1.64). So, to get non-trivial solution of (1.64), we must have $c_{2} \neq 0$ and consequently $\cos \sqrt{\lambda} \pi=0$ or $\sqrt{\lambda}=\frac{2 n-1}{2}, n=1,2,3 \cdots$ and hence the eigenvalues (1.64) are $\lambda_{n}=\frac{(2 n-1)^{2}}{4}, n=1,2,3 \cdots$ and the corresponding eigenfunctions are $\phi_{n}(x)=A_{n} \sin \frac{2 n-1}{2} x, n=1,2, \cdots, 0<x<\pi$.
The difference between the least two eigenvalues is $\frac{9}{4}-\frac{1}{4}=2$.
Example 1.16 Find the eigenvalues and the eigenfunctions for the differential equation $\frac{d}{d x}\left(x \frac{d y}{d x}\right)+\frac{\lambda y}{x}=0,1<x<e^{\pi}(\lambda>0)$, which satisfies the boundary conditions $y(1)=0$; $y\left(e^{\pi}\right)=0$.
Solution: The equation can be written as

$$
x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+\frac{\lambda}{x} y=0 \Rightarrow x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\lambda y=0
$$

This being homogeneous linear equation, (Cauchy-Euler form), we put $z=\log x$ or $x=e^{z}$
Then the equation transforms to

$$
\begin{equation*}
\{D(D-1)+D+\lambda\} y=0 \Rightarrow\left(D^{2}+\lambda\right) y=0 \text { when } D \equiv \frac{d}{d z} \tag{1.65}
\end{equation*}
$$

The given boundary conditions $y(x)=0$ at $x=1$ and $y(x)=0$ at $x=e^{\pi}$ become $y(z)=0$ at $z=\log 1=0$ and $y(z)=0$ at $z=\log \left(e^{\pi}\right)=\pi$ respectively. Hence the problem becomes to find the solution of $\frac{d^{2} y}{d z^{2}}+\lambda y=0,0<z<\pi, y(0)=0, y(\pi)=0$. Now, proceeding as previous Example 1.13, the eigenvalues are $\lambda_{n}=n^{2}$ and the corresponding eigenfunction are

$$
\phi_{n}(n)=A_{n} \sin n z=A_{n} \sin (n \log x), \text { when in both cases } n=1,2,3, \cdots, 0<x<e^{\pi} .
$$

Example 1.17 Find the eigenvalues and the eigenfunctions of the Sturm-Liouville problem $y^{\prime \prime}+\lambda y=0,0<x<1$, subject to $y(0)+y^{\prime}(0)=0$ and $y(1)+y^{\prime}(1)=0$. [ C.U. (Hons.)-2002]
Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}+\lambda y=0,0<x<1 \text { with } y(0)+y^{\prime}(0)=0 \text { and } y(1)+y^{\prime}(1)=0 . \tag{1.66}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.66). Then the A.E. of (1.66) is $m^{2}+\lambda=0$ or $m= \pm \sqrt{-\lambda}$.

Case I: If $\lambda=0$, then the general solution of the equation is $y=c_{1}+c_{2} x$, where $c_{1}$, $c_{2}$ being arbitrary constants. But by the boundary conditions $y(0)+y^{\prime}(0)=0$ and $y(1)+y^{\prime}(1)=0$, we get, $c_{1}+c_{2}=0$ and $c_{1}+2 c_{2}=0$ or $c_{1}=c_{2}=0$ and hence the solution of (1.66) is $y=0$ which is a trivial solution in the closed interval [0, 1]. Thus $\lambda=0$ is not an eigenvalue of the problem (1.66).

Case II: If $\lambda<0$, let $\lambda=-\mu^{2}$ where $\mu \neq 0$. Then the solution of (1.66)

$$
\begin{align*}
y(x) & =c_{1} e^{\mu x}+c_{2} e^{-\mu x}  \tag{1.67}\\
\operatorname{now} y^{\prime}(x) & =\mu c_{1} e^{\mu x}-\mu c_{2} e^{-\mu x} \tag{1.68}
\end{align*}
$$

Using the boundary conditions $y(0)+y^{\prime}(0)=0$ and $y(1)+y^{\prime}(1)=0$, from (1.67) and (1.68), we get,

$$
\begin{array}{ll} 
& c_{1}+c_{2}+\mu\left(c_{1}-c_{2}\right)=0 \text { i.e., } c_{1}(1+\mu)+c_{2}(1-\mu)=0 \\
\text { and } & \left.c_{1} e^{\mu}+c_{2} e^{-\mu}+\mu\left(c_{1} e^{\mu}-c_{2} e^{-\mu}\right)=0 \text { i.e., } c_{1} e^{\mu}(1+\mu)+c_{2} e^{-\mu}(1-\mu)\right)=0 . \tag{1.70}
\end{array}
$$

For non-zero values of $c_{1}, c_{2}$, we must have, $\left|\begin{array}{cc}1+\mu & 1-\mu \\ e^{\mu}(1+\mu) & e^{-\mu}(1-\mu)\end{array}\right|=0 \Rightarrow(1+\mu)(1-\mu)\left(e^{\mu}-\right.$ $\left.e^{-\mu}\right)=0 \Rightarrow \mu= \pm 1$. When $\mu=-1$, the equations (1.69) and (1.70) gives $c_{2}=0$ while $c_{1}$ will be arbitrary. So the equation (1.67) reduces to $y(x)=c_{1} e^{-x}$ which is an eigenfunction and the corresponding eigenvalue is given by $\lambda=-\mu^{2}=-(-1)^{2}=-1$. When $\mu=1$, the equations (1.69) and (1.70) gives $c_{1}=0$ while $c_{2}$ will be arbitrary. So the equation (1.67) reduces to $y(x)=c_{2} e^{-x}$ which is an eigenfunction and the corresponding eigenvalue is given by $\lambda=-\mu^{2}=-(-1)^{2}=-1$. Taking $c_{1}=c_{2}=c, y(x)=c e^{-x}$ is an eigenfunction on $(0,1)$ of (1.66) and $\lambda=-1$ is the corresponding eigenvalue, $c$ being an arbitrary constant.

Case III: If $\lambda>0$, let $\lambda=\mu^{2}$ where $\mu \neq 0$. Then the solution of (1.66)

$$
\begin{align*}
y(x) & =c_{1} \cos (\mu x)+c_{2} \sin (\mu x)  \tag{1.71}\\
\text { and } y^{\prime}(x) & =-c_{1} \sin (\mu x)+c_{2} \cos (\mu x) \tag{1.72}
\end{align*}
$$

Using the boundary conditions $y(0)+y^{\prime}(0)=0$ and $y(1)+y^{\prime}(1)=0$, from (1.71) and (1.72), we get,

$$
\begin{array}{ll} 
& c_{1}+c_{2} \mu=0 \\
\text { and } & c_{1} \cos \mu+c_{2} \sin \mu-c_{1} \mu \sin \mu+c_{2} \mu \cos \mu=0 \tag{1.74}
\end{array}
$$

From (1.73), we get $c_{1}=-c_{2} \mu$. With this value of $c_{1}$, (1.74) gives

$$
\begin{aligned}
& -c_{2} \mu \cos \mu+c_{2} \sin \mu+c_{2} \mu^{2} \sin \mu+c_{2} \mu \cos \mu=0 \\
\Rightarrow & c_{2}\left(1+\mu^{2}\right) \sin \mu=0 \\
\Rightarrow & c_{2} \sin \mu=0\left[\text { since } 1+\mu^{2} \neq 0\right]
\end{aligned}
$$

If $c_{2}=0$, then (1.73) gives $c_{1}=0$. Hence (1.71) reduces to $y(x)=0$ which is a trivial solution of (1.66). So to get non-trivial solution, let $c_{2} \neq 0$. Then we have $\sin \mu=0 \Rightarrow \mu=n \pi, n=$ $1,2,3 \cdots$. Then (1.73) gives $c_{1}=-c_{2} \mu=-c_{2} n \pi$. Thus (1.71) reduces to $y(x)=c_{2}\{\sin (n \pi x)+$ $\cos (n \pi x)\}, n=1,2,3 \cdots$ and then eigenvalues of (1.66) are $\lambda=\mu^{2}=n^{2} \pi^{2}, n=1,2,3, \cdots$. Hence, the required eigenfunctions $y_{n}$ with the corresponding eigenvalues $\lambda_{n}$ (1.66) are given by $y_{n}(x)=A_{n}\{\sin (n \pi x)-n \pi \cos (n \pi x)\}, 0 \leq x \leq 1$, and $\lambda_{n}=n^{2} \pi^{2}, n=1,2,3, \cdots$.
Example 1.18 If $\frac{d^{2} y}{d x^{2}}+\lambda y=0, a<x<b$, with $y(a)=0$ and $y(b)=0$, then prove that eigenvalues are $\lambda=\frac{n^{2} \pi^{2}}{(b-a)^{2}}, n=1,2,3, \cdots$ and corresponding eigenfunctions are $y_{n}(x)=$ $A_{n} \sin \left(\frac{n \pi(x-a)}{b-a}\right), a<x<b, n=1,2,3, \cdots$.

Solution: The given homogeneous differential equation is

$$
\begin{equation*}
y^{\prime \prime}+\lambda y=0, a<x<b \tag{1.75}
\end{equation*}
$$

Let $y(x)=e^{m x}$ ( m being a constant) be a trial solution of (1.75). Then the A.E. of (1.75) is $m^{2}+\lambda=0$ or $m= \pm \sqrt{-\lambda}$.

Case I: If $\lambda=0$, the general solution of the equation is $y=c_{1}+c_{2} x, c_{1}, c_{2}$ being arbitrary constants. But by using the boundary conditions $y(a)=0$ and $y(b)=0$, we get, $c_{1}=c_{2}=0$ and hence $y(x)=0$ is the trivial solution on $[a, b]$ of (1.75). Thus $\lambda=0$ is not an eigenvalue of (1.75) on $[a, b]$.

Case II: If $\lambda<0$, the solution is $y(x)=c_{1} e^{\sqrt{-\lambda} x}+c_{2} e^{-\sqrt{-\lambda} x}$ where $-\lambda$ is positive. Then the boundary condition $y(a)=0$ and $y(b)=0$, give $c_{1}=c_{2}=0$ and consequently the equation (1.75) has a trivial solution $y=0$. Thus $\lambda<0$ are not eigenvalues of (1.75).

Case III: If $\lambda>0$, let $\lambda=m^{2}$, then the solution of (1.75) is $y(x)=c_{1} \cos m x+c_{2} \sin m x, a<x<b$. Using $y(a)=0, y(b)=0$, we get, $c_{1} \cos m a+c_{1} \sin m a=0, c_{1} \cos m b+c_{1} \sin m b=0$. To get at least one non zero solution of $c_{1}, c_{2}$ for this system of homogenous equations, we get,

$$
\left|\begin{array}{cc}
\cos m a & \sin m a \\
\cos m b & \sin m b
\end{array}\right|=0 \Rightarrow \sin m(b-a)=0 \Rightarrow m=\frac{n \pi}{b-a}, n=1,2,3, \cdots
$$

So eigenvalues are $\lambda=\frac{n^{2} \pi^{2}}{(b-a)^{2}}, n=1,2,3, \cdots$ and corresponding eigenfunctions are $y_{n}(x)=$ $A_{n} \sin \left(\frac{n \pi(x-a)}{b-a}\right), a<x<b, n=1,2,3, \cdots$.
Example 1.19 The boundary value problem, $\frac{d^{2} \phi}{d x^{2}}+\lambda \phi=x, 0<x<1 ; \phi(0)=0, \frac{d \phi}{d x}(1)=0$ is converted into $\phi(x)=g(x)+\lambda \int_{0}^{1} k(x, \xi) \phi(\xi) d \xi$, where the kernel $k(x, \xi)=\left\{\begin{array}{l}\xi, 0<\xi<x \\ x, x<\xi<1\end{array}\right.$, then find the value of $g\left(\frac{2}{3}\right)$.
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Solution: Given that, $k(x, \xi)=\left\{\begin{array}{l}\xi, 0<\xi<x \\ x, x<\xi<1\end{array}\right.$. So,

$$
\begin{align*}
\phi(x) & =g(x)+\lambda \int_{0}^{x} k(x, \xi) \phi(\xi) d \xi+\lambda \int_{x}^{1} k(x, \xi) \phi(\xi) d \xi \\
& =g(x)+\lambda \int_{0}^{x} \xi \phi(\xi) d \xi+\lambda \int_{x}^{1} x \phi(\xi) d \xi \tag{1.76}
\end{align*}
$$

When $\phi(0)=0 \Rightarrow g(0)+0+\lambda \int_{0}^{1} 0 . \phi(\xi) d \xi=0 \Rightarrow g(0)=0$. Now, differentiating the equation (1.76), we get

$$
\begin{equation*}
\phi^{\prime}(x)=g^{\prime}(x)+\lambda \int_{x}^{1} \phi(\xi) d \xi \tag{1.77}
\end{equation*}
$$

Putting, $\phi^{\prime}(1)=0$, we get, $g^{\prime}(1)=0$. Again, differentiating the equation (1.77), we get

$$
\begin{align*}
& \phi^{\prime \prime}(x)=g^{\prime \prime}(x)-\lambda \phi(x) \Rightarrow \phi^{\prime \prime}(x)+\lambda \phi(x)=g^{\prime \prime}(x) \\
& \Rightarrow g^{\prime \prime}(x)=x \Rightarrow g(x)=\frac{x^{3}}{6}+C x+D, 0 \leq x \leq 1 \tag{1.78}
\end{align*}
$$

where $C$ and $D$ are integrating constants. Putting $g(0)=0$ and $g^{\prime}(1)=0$ in the equation(1.78) we get $D=0, C=-\frac{1}{2}$. Therefore, $g(x)=\frac{x^{3}}{6}-\frac{x}{2}, 0 \leq x \leq 1$ and also $g\left(\frac{2}{3}\right)=-0.28$.

### 1.9 Multiple Choice Questions

1. The set of all eigenvalues of the S-L problem $y^{\prime \prime}+\lambda y=0$ with $y^{\prime}(0)=0, y^{\prime}\left(\frac{\pi}{2}\right)=0$ is given by
(a) $\lambda=2 n, n=1,2,3, \cdots$
(b) $\lambda=2 n, n=0,1,2, \cdots$
(c) $\lambda=4 n^{2}, n=1,2,3, \cdots$
(d) $\lambda=4 n^{2}, n=0,1,2, \cdots$
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Ans. (d) is correct.
Hint. The solution of the differential equation $y^{\prime \prime}+\lambda y=0$ is $y(x)=a_{1}+a_{2} x, \lambda=$ $0, y(x)=b_{1} e^{\sqrt{-\lambda}}+b_{2} e^{-\sqrt{-\lambda}}, \lambda<0$ and $y(x)=c_{1} \cos \sqrt{\lambda} x+c_{2} \sin \sqrt{\lambda} x, \lambda>0$. Using given boundary conditions, we get, $a_{1}$ is arbitrary for $\lambda=0, b_{1}=b_{2}=0$ for $\lambda<0$ and $c_{2}=0, c_{1} \neq 0 \Rightarrow \sin \sqrt{\lambda} \frac{\pi}{2}=0 \Rightarrow \sqrt{\lambda} \frac{\pi}{2}=n \pi$ for $n=1,2,3, \cdots$ or $\lambda=4 n^{2}$ for $n=1,2,3, \cdots$ for $\lambda>0$. Hence eigenvalues of the S-L problem is $\lambda=4 n^{2}, n=0,1,2, \cdots$.
2. Let $f: \mathbb{R} \Rightarrow \mathbb{R}$ be a twice continuously differentiable function, with $f(0)=f(1)=f^{\prime}(0)=0$. Then
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(a) $f^{\prime \prime}$ is the zero function
(b) $f^{\prime \prime}(0)$ is zero
(c) $f^{\prime \prime}(x)=0$ for some $x \in(0,1)$
(d) $f^{\prime \prime}$ never vanishes.

Ans. (c)
Hint. Please see the section 1.3.1
3. Let $y(x)$ be the solution of the initial value problem $x^{2} y^{\prime \prime}+x y^{\prime}+y=x, y(1)=y^{\prime}(1)=1$, then the value of $y\left(e^{\frac{\pi}{2}}\right)$ is
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A) $\frac{1}{2}\left(1-e^{\frac{\pi}{2}}\right)$
B) $\frac{1}{2}\left(1+e^{\frac{\pi}{2}}\right)$
C) $\frac{1}{2}+\frac{\pi}{4}$
D) $\frac{1}{2}-\frac{\pi}{4}$.

Ans. B)
Hint. Taking $x=e^{z}$ and the solution is $y(x)=\frac{1}{2} \cos (\log x)+\frac{1}{2} \sin (\log x)+e^{x}, x>0$.
4. Let $y(x)$ be the solutions of the differential equation, $\frac{d}{d x}\left(x \frac{d y}{d x}\right)=x, y(1)=0,\left(\frac{d y}{d x}\right)_{x=1}=0$. Then $y(2)$ is
B) $\frac{3}{2}-\frac{1}{2} \ln 2$
C) $\frac{3}{2}+\ln 2$
D) $\frac{3}{2}-\ln 2$.
A) $\frac{3}{2}+\frac{1}{2} \ln 2$
Ans. B)

JAM(MA)-2016
5. The sturm-Liouville problem $y^{\prime \prime}+(\lambda)^{2} y=0, y^{\prime}(0)=0, y^{\prime}(\pi)=0$ has its eigenvectors given by $y=$
(a) $\sin \left(n+\frac{1}{2}\right) x$
(b) $\sin n x$
(c) $\cos \left(n+\frac{1}{2}\right) x$
(d) $\cos n x$
Gate(MA): 2000

Ans. (d) is correct.
Hint: Where $\lambda=0$ the solution is trivial. The solution of given differential equation is, $y=c_{1} \cos \lambda x+c_{2} \sin \lambda x$. Now $y^{\prime}=\lambda\left(-c_{1} \sin \lambda x+c_{2} \cos \lambda x\right)$. Now $y^{\prime}(0)=0$ we get, $c_{2}=0$, and $c_{1} \sin \lambda \pi=0$. For $c_{1}=0$, solution is trivial. Now let $c_{1} \neq 0$ then $\sin (\lambda \pi)=0$ or, $\lambda \pi=n \pi, n \in Z$ or $\lambda=n$, thus $\lambda_{n}=n$. In other words $\lambda_{n}$ be equal to one of the number $0,1,2, \cdots$. The eigenfunction is, $y_{n}=A_{n} \cos n x$.
6. Let $y(x)$ be the solution of the initial value problem

$$
y^{\prime \prime \prime}-y^{\prime \prime}+4 y^{\prime}-4 y=0, y(0)=y^{\prime}(0)=2, y^{\prime \prime}(0)=0
$$

then the value of $y\left(\frac{\pi}{2}\right)$ is,
GATE(MA)-10
A) $\frac{1}{5}\left(4 e^{\frac{\pi}{2}}-6\right)$
B) $\frac{1}{5}\left(6 e^{\frac{\pi}{2}}-4\right)$
C) $\frac{1}{5}\left(8 e^{\frac{\pi}{2}}-2\right)$
D) $\frac{1}{5}\left(8 e^{\frac{\pi}{2}}+2\right)$.

Ans. C)
Hint. The solution is $y(x)=\frac{8}{5} e^{x}+\left(\frac{2}{5} \cos 2 x+\frac{1}{5} \sin 2 x\right)$.
7. The solution of the differential equation $\frac{d^{2} y}{d x^{2}}-y=e^{x}$ satisfying the boundary conditions $y(0)=0$ and $\frac{d y}{d x}(0)=\frac{3}{2}$ is
(a) $y(x)=\sinh x+\frac{x}{2} e^{x}$
(b) $y(x)=\sinh x-\frac{x}{2} e^{x}$
(c) $y(x)=\cosh x+\frac{x}{2} e^{x}$
(d) $y(x)=x \cosh x+\frac{x}{2} e^{x}$
[JAM CA-2010]
Ans. (a)
8. The solution to the initial value problem

$$
\frac{d^{2} y}{d t^{2}}+\frac{d y}{d t}+5 y=3 e^{-t} \sin t, y(0)=0,\left(\frac{d y}{d t}\right)_{x=0}=2
$$

is
GATE(MA)-14
A) $y(t)=e^{t}(\sin t+\sin 2 t)$
B) $y(t)=e^{-t}(\sin t+\sin 2 t)$
C) $y(t)=3 e^{t} \sin t$
D) $y(t)=$ $3 e^{-t} \sin t$.
Ans. B)
9. Consider the differential equation $y^{\prime \prime}+6 y^{\prime}+25 y=0$ with initial condition $y(0)=0$. Then the general solution of the IVP is
(a) $e^{-3 x}(A \cos 4 x+B \sin 4 x)$
(b) $B e^{-3 x} \sin 4 x$
(c) $e^{-3 x}(A \cos 4 x+B \sin 3 x)$
(d) $e^{-3 x}(A \cos 3 x+B \sin 3 x)$
[JAM GP-2006]
Ans. (b)
10. The differential equation $y^{\prime \prime}+y=0$ satisfying $y(0)=1$ and $y(\pi)=0$ has
(a) a unique solution
(b) a single infinite family of solutions
(c) no solution
(d)A double infinity family of solutions
[JAM GP-2008]
Ans. (b)
11. The solution of the differential equation $y^{\prime \prime}+4 y=0$ subject to $y(0)=1, y^{\prime}(0)=2$ is
(a) $\sin 2 x+2 \cos 2 x$
(b) $\sin 2 x-\cos 2 x$
(c) $\sin 2 x+\cos 2 x$
(d) $\sin 2 x+2 x$

Ans. (c)
[JAM CA-2005]
12. The solution of the boundary value problem $y^{\prime \prime}+y=\operatorname{cosec} x, 0<x<\frac{\pi}{2}, y(0)=0, y\left(\frac{\pi}{2}\right)=0$ is

NET(MS): (June)2012
(a) convex
(b) concave
(c) negative
(d) positive

Ans. (b) and (c)
Hint. $y(x)=A \cos x+B \sin x-x \cos x+\sin x \log |\sin x|$. Using boundary condition we get $y(x)=-x \cos x+\sin x \log |\sin x|$ so on $0<x<\frac{\pi}{2}, y \frac{d^{2} y}{d x^{2}}<0$ is convex condition of a function $y=f(x)$ and also $y<0$. Hence (b) and (c) are corrects.
13. Let $V$ be the set of all bounded solutions of the ODE
$u^{\prime \prime}(t)-4 u^{\prime}(t)+3 u(t)=0, t \in \mathfrak{R}$, Then $V$
NET(MS): (June)2012
(a) is a real vector space of dimension 2
(b) is a real vector space of dimension 1
(c) contains only the trivial solution $u=0$
(d) contains exactly two solution

Ans. (c)
Hint. $u(t)=A e^{3 t}+B e^{t}$. Since $u(t)$ is bounded for all $t$. As $t \rightarrow \infty, u(t)$ is bounded. Hence $A=B=0$. Therefore, $u=0$ is the only solution for this problem.
14. Let $V$ be the set of all solution of the equation $y^{\prime \prime}+a y^{\prime}+b y=0$ satisfying $y(0)=y(1)$, where $a, b$ are positive real numbers. Then the dimension $(V)$ is equal to GATE(MA): 2016
(a) 2
(b) 1
(c) 0
(d) 3 .

Ans. (b)
Hint. Here $V=\left\{A y_{1}(x)+B y_{2}(x): 0 \leq x \leq 1\right\}$. Using boundary condition, we get, $A=f(B)$. Hence $V$ contains only one arbitrary constant either $A$ or $B$. So dimension $(\mathrm{V})=1$.
15. The boundary value problem $y^{\prime \prime}+\lambda y=0$ satisfying $y(-\pi)=y(\pi)$ and $y^{\prime}(-\pi)=y^{\prime}(\pi)$ to each eigenvalue $\lambda$, there corresponds

NET(MS): (June)2011
(a) only one eigenfunction
(b) two eigenfunctions
(c) two linearly independent eigenfunctions
(d) two orthogonal eigenfunctions

Ans. (b), (c) and (d).
Hint. The eigenvalues problem is not a Sturm Liouville type because the two endpoint conditions are not "separated" between the two endpoints. Hence $\lambda_{0}=0$ is an eigenvalue with associated eigenfunction $y_{0}(x) \equiv 1$. Also there is no negative eigenvalues. Moreover, the $n-t h$ position eigenvalue is $n^{2}$ and it has two linearly independent associated eigenfunctions $\cos n x, \sin n x$.
16. For the Sturm Liouville problems

$$
\left(1+x^{2}\right) y^{\prime \prime}+2 x y^{\prime}+\lambda x^{2} y=0
$$

with $y^{\prime}(1)=0$ and $y^{\prime}(10)=0$ the eigenvalues, $\lambda$, satisfy
GATE(MA)-03
A) $\lambda \geq 0$
B) $\lambda<0$
C) $\lambda \neq 0$
D) $\lambda \leq 0$.

Ans. A)
17. Let $k, l \in \mathbb{R}$ be such that every solution of $\left(D^{2}+2 k D+l\right) y=0$ satisfy $\lim _{x \rightarrow \infty} y(x)=0$. Then JAM(MA)-2017
A) $3 k^{2}+l<0$ and $k>0$
B) $k^{2}+l>0$ and $k<0$
C) $k^{2}-l \leq 0$ and $k>0$
D) $k^{2}-l>0, k>0$ and $l>0$.

Ans. D)
18. Let $y$ be a non-trivial solution of the boundary value problem $y^{\prime \prime}+x y=0, x \in[a, b]$ and $y(a)=y(b)=0$ and then,
(a) $b>0$
(b) $y$ is monotone in $(a, 0)$ if $a<0<b$.
NET(MS)(Dec.)-2013
(c) $y^{\prime}(a)=0$
(d) $y$ has infinite many zeroes in $[a, b]$. Ans. (a) and (b).
19. Let $y(x)$ be the solution of the differential equation $\frac{d y}{d x}=(y-1)(y-3)$ satisfying the condition $y(0)=2$. Then which of the following is TRUE ?

JAM(MA)-2017
A) The function $y(x)$ is not bounded above. (B) The function $y(x)$ is bounded.
$\begin{array}{ll}\text { (C) } \lim _{x \rightarrow \infty} y(x)=1 & \text { D) } \lim _{x \rightarrow \infty} y(x)=3\end{array}$
Ans. C)
20. The set of all eigenvalues of

$$
y^{\prime \prime}+\lambda y=0, y^{\prime}(0)=0, y^{\prime}\left(\frac{\pi}{2}\right)=0
$$

is
GATE(MA)-04
A) $\lambda=2 n, n=1,2,3, \cdots$
B) $\lambda=4 n^{2}, n=1,2,3, \cdots$
C) $\lambda=n, n=0,1,2,3, \cdots$
D) $\lambda=4 n^{2}, n=0,1,2,3, \cdots$.

Ans. D)
21. Consider the $\operatorname{BVP} u^{\prime \prime}(x)+\pi^{2} u(x)=0, x \in(0,1), u(0)=u(1)=0$. If $u$ and $u^{\prime}$ are continuous on $[0,1]$, then

NET(MS): (June)2014
(a) $\int_{0}^{1} u^{\prime 3}(x) d x=0$
(b) $u^{\prime 2}(x)+\pi^{2} u^{2}(x)=u^{\prime 2}(0)$
(c) $u^{\prime 2}(x)+\pi^{2} u^{2}(x)=u^{\prime 2}(1)$.
(d) $\int_{0}^{1} u^{\prime 2}(x) d x=\pi^{2} \int_{0}^{1} u^{2}(x) d x$

Ans. (b), (c), (d).
Hint. $u(x)=A \cos \pi x+B \sin \pi x$. Using boundary conditions, we get $A=0$. Therefore $u(x)=B \sin \pi x \Rightarrow u^{\prime}(x)=B \pi \cos \pi x$. Hence the results.
22. The eigenvalues of the boundary value problem $x^{\prime \prime}+\lambda x=0$, subject to the boundary conditions $x(0)=0, x(\pi)+x^{\prime}(\pi)=0$ satisfy
[GATE 2000]
(a) $\lambda+\tan \lambda \pi$
(b) $\sqrt{\lambda}+\tan \lambda \pi$
(c) $\sqrt{\lambda}+\tan \sqrt{\lambda} \pi$
(d) $\lambda+\tan \sqrt{\lambda} \pi$

Ans. (d).
23. The boundary value problem $x^{2} y^{\prime \prime}-2 x y^{\prime}+2 y=0$, subject to the boundary conditions $y(1)+\alpha y^{\prime}(1)=1, y(2)+\beta y^{\prime}(2)=2$ has a unique solution if
[NET-DEC-2016]
(a) $\alpha=-1, \beta=2$.
(b) $\alpha=-1, \beta=-2$.
(c) $\alpha=-2, \beta=2$.
(d) $\alpha=-3, \beta=\frac{2}{3}$.

Ans: (a)
Hint. $y_{1}=x, y_{2}=x^{2}$ are two independent solutions. Using Theorem 1.4, we have $\Delta \neq 0$.
24. If $y=3 e^{2 x}+e^{-2 x}$ is the solutions of the initial value problem $\frac{d^{2} y}{d x^{2}}+\beta y=4 \alpha x$ with $y(0)=4$ and $y^{\prime}(0)=1$ where $\alpha, \beta \in \mathbb{R}$, then

GATE(MA)-2017
(a) $\alpha=3, \beta=4$
(b) $\alpha=1, \beta=2$
(c) $\alpha=3, \beta=-4$
(d) $\alpha=1, \beta=-2$

Ans. $c$.

### 1.10 Review Exercises

1 (a) Let $\phi_{n}$ be any function satisfying the boundary value problem

$$
\begin{equation*}
y^{\prime \prime}+n^{2} y=0, y(0)=y(2 \pi), y^{\prime}(0)=y^{\prime}(2 \pi) \tag{1.79}
\end{equation*}
$$

where $n=0,1,2, \cdots$. Then show that $\int_{0}^{2 \pi} \phi_{n}(x) \phi_{m}(x) d x=0$, if $n \neq m$.
Hint. $-\phi_{n}^{\prime \prime}=n^{2} \phi_{n}$, and $-\phi_{m}^{\prime \prime}=m^{2} \phi_{m}$. Thus $\left(n^{2}-m^{2}\right) \phi_{m} \phi_{n}=\phi_{n} \phi_{m}^{\prime \prime}-\phi_{m} \phi_{n}^{\prime \prime}=\left[\phi_{n} \phi_{m}^{\prime}-\right.$ $\left.\phi_{m} \phi_{n}^{\prime}\right]^{\prime}$. Integrating this equality from 0 to $2 \pi$, and use the boundary conditions satisfied by $\phi_{n}$ and $\phi_{m}$.
(b) Show that $\cos n x$ and $\sin n x$ are functions satisfying the boundary value problem (1.79). The result of (a) then implies that

$$
\int_{0}^{2 \pi} \cos n x \sin m x d x=0, \int_{0}^{2 \pi} \cos n x \cos m x d x=0, \int_{0}^{2 \pi} \sin n x \sin m x d x=0,(n \neq m)
$$

2 Show that $\phi_{n}(x)=\sin n x$ satisfies the boundary value problem $y^{\prime \prime}+n^{2} y=0, y(0)=$ $0, y(\pi)=0, n=1,2, \cdots$. Then show that $\int_{0}^{\pi} \cos n x \sin m x d x=0,(n \neq m)$.
3 Let $f$ be a real-valued continuous function on the strip

$$
S:|x| \leq a, \quad|y|<\infty, \quad(a>0)
$$

and suppose $f$ satisfies a Lipschitz condition on $S$. Show that the solution of the initial value problem $y^{\prime \prime}+\lambda^{2} y=f(x, y), y(0)=0, y^{\prime}(0)=1,(\lambda>0)$, is unique.

4 Let $f$ be a continuous function on an interval

$$
\left|x-x_{0}\right| \leq a, \quad(a>0)
$$

Show that the solution $\phi$ of the initial value problem $y^{\prime \prime}=f(x), y\left(x_{0}\right)=\alpha, y^{\prime}\left(x_{0}\right)=\beta$, can be written as $\phi(x)=\alpha+\beta\left(x-x_{0}\right)+\int_{x_{0}}^{x}(x-t) f(t) d t$.
5 Consider the special case

$$
y^{\prime \prime}+\sin y=0
$$

which is an equation association with the oscillations of a pendulum. If $\phi$ is a solution satisfying

$$
\phi(0)=0, \phi^{\prime}(0)=\beta>0
$$

show that $\phi$ satisfies the equation

$$
y^{\prime}=\beta \sqrt{1-k^{2} \sin ^{2}\left(\frac{y^{2}}{2}\right)}, \quad k=\frac{2}{\beta} .
$$

6 Consider the constant coefficient equation $y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=0$.
Let $\phi_{1}$ be the solution satisfying

$$
\phi_{1}\left(x_{0}\right)=1, \quad \phi_{1}^{\prime}\left(x_{0}\right)=0
$$

and let $\phi_{2}$ be the solution satisfying

$$
\phi_{2}\left(x_{0}\right)=0, \quad \phi_{2}^{\prime}\left(x_{0}\right)=1
$$

If $\phi$ is a solution satisfying

$$
\phi\left(x_{0}\right)=\alpha, \quad \phi^{\prime}\left(x_{0}\right)=\beta,
$$

show that

$$
\phi(x)=\alpha \phi_{1}(x)+\beta \phi_{2}(x)
$$

for all $x$.
7 Solve the initial value problem $x^{2} \frac{d^{2} y}{d x^{2}}-3 x \frac{d y}{d x}+4 y=2 x^{2}, x>0$ given that $y(1)=1, \frac{d y(0)}{d x}=0$ [Ans. $y=(1-3 \log x) x^{2}+x^{2}(\log x)^{2}, x>0$ ]
8 Let $y=f(x)$ be a twice continuously differential function on $(0, \infty)$ satisfying $f(1)=1$, and $f^{\prime}(x)=\frac{1}{2} f\left(\frac{1}{x}\right), x>0$, Solve the problem.

JAM(MA)-2006
Ans. $f(x)=\sqrt{x}$
Hint. $f^{\prime \prime}(x)=-\frac{1}{x^{2}} \frac{1}{2} f^{\prime}\left(\frac{1}{x}\right)=-\frac{1}{4 x^{2}} f(x), f(1)=1, f^{\prime}(1)=\frac{1}{2}$.
9 Solve the initial value problem
$\frac{d^{2} y}{d x^{2}}-y=x\left(\sin x+e^{x}\right), y(0)=0, y^{\prime}(0)=1$
JAM(MA)-2005
Ans. $y=\frac{5}{4} e^{x}+\frac{1}{4} e^{-x}-\frac{1}{2} x \sin x-\frac{1}{2} \cos x+\frac{1}{4} x^{2} e^{x}$
10 Solve the initial value problem $\frac{d^{2} y}{d x^{2}}+4 y=\sin 2 x$ given that $y(0)=1, \frac{d y(0)}{d x}=0$ $\left.y(x)=\cos 2 x+\frac{1}{8} \sin 2 x-\frac{1}{4} x \cos 2 x\right]$
11 Solve the initial value problem $\frac{d^{2} y}{d x^{2}}-2 \frac{d y}{d x}+y=x e^{x}$ given that $y(0)=1, \frac{d y(0)}{d x}=0$ $\left.y=(1-x) e^{x}+\frac{1}{6} x^{3} e^{x}\right]$

12 Find the eigenvalues and corresponding eigenfunctions of the eigenvalues problem

$$
\frac{d}{d x}\left(x \frac{d y}{d x}\right)+\frac{\lambda}{x} y=0,(\lambda>0)
$$

satisfying the boundary conditions $y^{\prime}(1)=0$ and $y^{\prime}\left(e^{2 \pi}\right)=0$.
Ans. $\lambda_{n}=\frac{n^{2}}{4}, \phi_{n}(x)=A_{n} \cos \left(\frac{n}{2} \log x\right), n=1,2,3, \cdots, 1<x<e^{2 \pi}$.
13 Find the eigenvalues and corresponding eigenfunctions of the eigenvalues problem

$$
\frac{d}{d x}\left(x \frac{d y}{d x}\right)+\frac{\lambda}{x} y=0,(\lambda>0)
$$

satisfying the boundary conditions $y^{\prime}(1)=0$ and $y^{\prime}\left(e^{\pi}\right)=0$.
Ans. $\lambda_{n}=n^{2}, \phi_{n}(x)=A_{n} \sin (n \log x), n=1,2,3, \cdots, 1<x<e^{\pi}$.
14 Find the eigenvalues and corresponding eigenfunctions of the eigenvalues problem

$$
\frac{d^{2} y}{d x^{2}}+\lambda y=0,(\lambda>0)
$$

with the following conditions
(a) $y(0)+y^{\prime}(0)=0$ and $y(1)+y^{\prime}(1)=0$.
[ C.U. (Hons.)-2002]
Ans. $\lambda_{n}=n^{2} \pi^{2}, \phi_{n}(x)=A_{n}(\sin n \pi x-n \pi \cos n \pi x), n=1,2,3, \cdots, 0<x<1$.
Hint. See the Example 1.17 .
(b) $y(0)=0$ and $y(2 \pi)=0$.
[ C.U. (Hons.)-1990, 2004]
Ans. $\lambda_{n}=\frac{n^{2}}{4}, \phi_{n}(x)=A_{n} \sin \frac{n x}{2}, n=1,2,3, \cdots, 0<x<2 \pi$.
15 Consider the eigenvalue problem $y^{\prime \prime}+2 y^{\prime}+\lambda y=0 ; y(0)=y(1)=0$. Show that $\lambda=1$ is not an eigenvalue. (b) Show that there is no eigenvalue $\lambda$ such that $\lambda<1$. (c) Show that the $n$-th positive eigenvalue is $\lambda_{n}=n^{2} \pi^{2}+1$, with associated eigenfunction $y_{n}(x)=e^{-x} \sin n \pi x$.

16 Put, if possible, the following equations in Sturm-Liouville form
(a) $\frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}+(x+\lambda) y=0$
(b) $\frac{d^{2} y}{d x^{2}}+\lambda y=0$
[Ans. $\left.\frac{d}{d x}\left(e^{x^{2}} \frac{d y}{d x}\right)+x e^{x^{2}} y+\lambda e^{x^{2}} y=0\right]$
[Ans. $\left.\frac{d}{d x}\left(\frac{d y}{d x}\right)+\lambda y=0\right]$

17 Let $y(x)$ be the solution of the differential equation, $y^{\prime \prime}+5 y^{\prime}+6 y=0, y(0)=1,\left(\frac{d y}{d x}\right)_{x=0}=-1$. Then $y(x)$ attains it maximum value at $x=$ ?

JAM(MA)-2016
Ans. $-0.3,-0.25$.
18 If $\frac{d^{2} y}{d x^{2}}+\lambda^{2} y=0, y(0)=y_{0}$ and $y(l)=0$, prove that $y(x)=\frac{y_{0} \sin \lambda(l-x)}{\sin \lambda l}, 0 \leq x \leq l$.
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